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Universit́e Henri Poincaŕe—Nancy 1, Laboratoire de Chimie du Solide Minéral, URA CNRS
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Abstract. This paper deals with the possible conduction mechanisms in highly anisotropic
composites comprising 0–10 vol% graphite flakes within a polymer host. Conductivity meas-
urements as a function of DC electric field have been made. In most cases, a non-linear behaviour
of the current–voltage relationships is observed. A number of theoretical models are considered
and we show that none of them is, by itself, able to explain our results. We further develop
several arguments which lead us to consider the existence of a combined tunnelling effect and
ionic conduction mechanism.

1. Introduction

The electrical properties of composite materials consisting of a dispersion of conducting
particles in an insulating matrix have been the subject of numerous works. Two particularly
studied fields are the analysis of the percolation phenomenon itself in which an insulator–
conductor transition occurs when the volume fraction of conducting particles (φ) goes
through the critical threshold valueφc, and determination of the physically plausible
conduction mechanisms taking place in the corresponding systems.

As far as the microscopic conduction processes in composites are concerned, Pike
and Seager [1] wrote in 1977: ‘there is an incredible diversity among the models which
have been proposed in the published literature’. This statement is certainly valid today
with a plethora of mechanisms proposed to describe the conductivity of different materials
even with chemical and structural characteristics very close to each other. To establish
a classification in this large number of theories, Pike and Seager proposed placing each
of these mechanisms into one of four major categories, as follows, and as schematically
represented in figure 1.

(a) The uniform model (figure 1(a)): the very small conducting particles are dispersed
in the insulator. An impurity-conduction-type mechanism is then expected, and is more
probable in the low-particle-concentration range.

(b) The uniform channel model (figure 1(b)): the particles give uniform-composition
conducting paths which span the whole sample. The particles can be sintered or randomly
bonded. In this case, the conductivity variations are mainly due to tortuosity and density
modifications of the channels. This model is most applicable to the case of high particle
concentrations.

(c) The non-tunnelling barrier model (figure 1(c)): the conducting channels are
randomly interrupted by semiconducting or weakly insulating material barriers. The major
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Figure 1. Major categories of conduction models in composite materials (after [1]). (a) A uni-
form model. (b) A uniform channel model. (c) A non-tunnelling barrier model. (d) A tunnelling
barrier model.

mechanisms in this case are space-charge-limited conduction, the Poole–Frenkel effect, and
Schottky emission.

(d) The tunnelling barrier model (figure 1(d)): the channels are interrupted by sufficiently
thin barriers to allow a tunnelling process, either directly between particles or through one
or several intermediate states within the insulator.

Each of these groups has mechanism-specific characteristics which, when applied to our
particular case, can shed light on the processes involved in the composites of this study.
The materials in which we are interested comprise single-crystal graphite particles in a
polymeric matrix. These new and original composite films have been shown to be highly
anisotropic [2] and we have discussed their particularly low value (of the order of 1%) of
φc [3]. The present article will deal with the conductivity behaviour as a function of electric
field, and following papers will treat the conduction processes as a function of temperature
[4] and hydrostatic pressure [5]. We will examine these different categories of model, and
compare them to our experimental results. Moreover, we will take care to keep in mind
that several mechanisms can act successively or at the same time, depending on the particle
concentration and the experimental conditions.

2. Experimental details

The conducting filler used in the elaboration of our composites consists of single-crystal
graphite flakes, the average diameter of which is 10µm and the thickness of which is close
to 0.1µm. Due to these geometric characteristics, these particles are called flat micronic
graphite (FMG) [6]. They are dispersed in two types of thermally cured polymer, epoxy and
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polyurethane, as described elsewhere [2]. The composites are obtained in the form of thick
films (100 to 200µm), in which the graphite flakes retain a preferential orientation [2].
The ambient temperature conductivity of a certain number of samples characterized by their
FMG volume content has been measured both parallel and perpendicular to the films; a high
anisotropy (about 50 000 at 6–8 vol% filler loadings) and an insulator–conductor transition
at low particle concentrations [2] have been found. Critical volume percentages of 1.3%
and 1.7% were observed in epoxy–FMG and polyurethane–FMG composites, respectively,
in good agreement with excluded-volume-theory predictions [3].

To determine the current–voltage characteristics of our materials, we used two sample
geometries. For in-plane measurements, rectangles of roughly 1 cm2 surface area were cut
from the composite films, and submitted to various values of a DC electric field applied at
their extremities. For perpendicular measurements, discs with surface areas close to 2 cm2

were used, each face being covered with silver paint. In the experimental set-up, the samples
were put inside a shielded measurement box. The electric fieldE was supplied by a series
of dry cells placed in an insulated box, and the currentI was measured by a Keithley 610
BR electrometer. The range of electric fields was constrained for the following reasons.
At very low fields, the current measured by the electrometer exhibited strong fluctuations,
hence limiting the accuracy of the current determination. This was particularly the case
with the highly resistant samples. In contrast, for the most conductive composites, it was
still not possible to raise the field above a certain limit, which was a function of the
graphite concentration. Indeed, since the material becomes increasingly conducting as the
field rises, shorting of the voltage generator quickly occurs. For this reason, we studied
only the composites with FMG volume percentages from 0.40 to 4.58% (volume fractions
φ = 0.004–0.0458) under fields varying from 0.1 to 2000 V cm−1. In the following, it will
be more convenient to consider the current densityj (E) rather than the currentI .

3. Experimental results: j(E) characteristics

In this section, we will examine the non-linearj (E) behaviour as a function ofφ. The
experimental results can then be examined in the light of the four general classes of
conduction mechanism model schematically represented in figure 1.

We briefly recall here the conclusions drawn in reference [7]. In that paper, we analysed
the applicability of the dynamic random resistor network (DRRN) and the non-linear random
resistor network (NLRRN) to the composites of the present study. The NLRRN model
involves a network of conducting bonds, each element of which has a small non-linear
contribution which manifests itself when the field rises above a critical value. On the other
hand, the DRRN model is based on a network of bonds, all having ohmic characteristics,
but comprising a certain number of initially insulating channels, able to become conducting
above a critical value of the applied external field. While neither of these models gives any
detailed information on the nature of the microscopic conduction mechanism(s), examination
of the critical exponents did suggest that the latter model was more applicable and we further
asserted that the interparticle conduction dominated over the intraparticle mechanism.

3.1. Evaluation of the non-linearities of FMG–polymer composites

In the electric fields and FMG concentration ranges studied (E = 0.1–2000 V cm−1 and
φ = 0.004–0.0458, respectively), after an initially linear current density–electric field,j (E),
relationship, nearly all of the samples exhibit non-linearities inj (E). When the materials no
longer follow Ohm’s law, the empirical relationshipI = AV α (α 6= 1) has been proposed
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Figure 2. Use of the empirical relationj ∝ Eα for epoxy-based ((a) and (b)) and polyurethane-
based ((c) and (d)) composite samples, filled with various FMG volumic loadings as indicated
to the right. The values ofα are indicated within the plots. (a), (c) In-plane measurements.
(b), (d) Perpendicular measurements.

and fits correctly a great number of systems. In this equation,A is a constant having the
dimension of a conductance,V is the applied voltage andα is a parameter related to the
non-linearity of the sample. To be able to compare our composites directly, we have plotted
in figure 2 the current densityj as a function ofE on a logarithmic scale; we then test the
following relationship:

j ∝ Eα. (1)

As can be seen, the in-plane and perpendicular measurements for epoxy- and polyurethane-
based samples follow equation (1) quite well. We recall that (1) is not related to any specific,
well defined conduction mechanism.

Figure 2 furnishes some clear information on the exponentα. At low fields and with
only one exception (polyurethane-based samples measured perpendicular to the plane),α

increases when the FMG concentration varies down to the percolation threshold. This effect
is particularly clear in epoxy-based composites, for which we studied samples with filler
loadings very close to the critical concentration (1.3 vol%). This means that materials
on the conducting side of the transition become increasingly non-linear as the threshold
is approached from above. Below the threshold and always at low electric fields, the
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materials are either ohmic or deviate from linearity, withα < 1 in the case of polyurethane-
based composites. Finally, it seems obvious from the orders of magnitude separating low-
and high-concentration values of conductivity that different mechanisms are implicated.
So, the results in figure 2, which show no sharp change in behaviour above and below
φc, suggest that the passage from one mechanism to another is a progressive, somewhat
sample-dependent process.

Figure 3. The perpendicular current density versus electric field characteristics (a) for an epoxy–
2.28 vol% FMG composite sample subjected to three successive cycles of the time-dependent
electric field shown in (b).

3.2. Hysteresis and time-dependent phenomena

Let us examine some data which further support mixed conduction. We have said so far that
the current density varies as an increasing function of the field in a reversible way, without
specifying that after a change in electric field, the system needs some time to settle to its
new conductivity. This effect is the source of the hysteresis loops observed in figure 3(a)
upon application of the voltage as a function of time as schematically represented in figure
3(b). The phenomenon is reasonably well reproducible. The feature that the loops are not
symmetrical is often seen in dielectrics. It is generally interpreted in terms of the existence
of an internal electric field created during the manufacturing or curing of the polymer, and
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Figure 4. The data of figure 3 replotted on a semilogarithmic scale, for positive values of the
current densityj and electric fieldE. It can be seen thatj increases rapidly at low fields, and
then levels off. As the voltage is reversed, the current remains at a higher value.

sometimes vanishes on heating the material.
This hysteretic behaviour can be more clearly seen in figure 4, in which the data of

figure 3 are plotted on a semilogarithmic scale for positive values of the electric field. The
current first increases very quickly withE (by an order of magnitude for this sample), and
then tends to level off. When the field is reversed, the current remains at a higher value.
Samples having been exposed to very high electric fields recover their original conductivity
only after several days (5 to 15) at room temperature. Such a relaxation time seems much
too long for one to consider space charges generated by the field to be purely electronic in
nature, and suggests the presence of ionic factors. We return to this below.

4. Discussion

4.1. General remarks

As regards the current density versus electric field behaviour, two preliminary comments
should be made. First, since the sublinearj = f (E) (or I = f (V )) behaviour is observed
only when the particle concentration is below the threshold (figure 2), this effect cannot be
attributed to macrobond segments within the infinite cluster in which the tortuosity involves
charge carriers flowing against the field direction. Secondly, we have shown elsewhere [7],
in a study dealing with the onset of non-linearities in the current–voltage characteristics, that
our materials could be modelled by a non-linear random resistor network (NLRRN) but not
by a dynamic random resistor network (DRRN). Thus, if indeed the NLRRN is applicable to
our FMG–polymer composites, then no new conducting paths are created when the electric
field increases. Knowing that the charge carriers must move across barriers, as deduced
from the strong non-linearities in the neighbourhood of the threshold, let us now briefly
review the mechanisms associated with figure 1 and their applicability to our experimental
results—first, individually, then taken together. Further reference to the four different classes
of Pike and Seager [1] will be made in the complementary studies treating the temperature
and pressure dependences of our composite films [4, 5].
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4.2. Analysis of thej (E) curves and relationships with the conduction models

4.2.1. Uniform models. One kind of conduction process in this category is hopping between
localized states. In such a process, the current densityj is always exponentially dependent
on some power,p, of the applied electric fieldE [8–12]: j ∝ exp(Ep). Such processes
have been studied by numerous authors who have taken account of a variety of different
parameters. For instance, if the material can be seen as a random resistance network,
some bonds have a field-dependent conductivity, while others do not. Correlations may
be limited to nearest neighbours or extend to thenth-nearest neighbour in which case we
would expect the behaviour to approach that predicted by mean-field theory. Moreover, the
cluster topology may vary with the intensity ofE, even further complicating the analysis.
At fixed temperature, the various equations of references [8–12] manifest a considerable
range of dependences onE, but none is able to fit correctly ourj (E) curves for the whole
range of electric fields. Furthermore, our conducting particles are probably far too large to
be considered as dilute impurities within the polymer. Therefore, it might be expected that
such a uniform model would be more adapted to the description of a dispersion of carbon
black particles (the size of which is a few nanometres) in an insulating matrix [13].

4.2.2. Uniform channel models.In such a representation, conduction takes place in a
uniform-composition material, where the constituting chains are tortuous and extremely
variable in diameter. The conducting chains in our composites may indeed be such, but
purely graphitic conducting chains would be ohmic so this representation cannot account
for the rise of the conductivity as a function of the electric field, for composites above the
percolation threshold. Furthermore, the conductivity at high filler loadings, where theσ(φ)

curve has started to saturate, is orders of magnitude lower than the conductivity of graphite
both parallel and perpendicular to the film plane. Thus, this model does not seem suitable
for our materials.

4.2.3. Non-tunnelling barrier models.In this representation, the conducting component
forms channels which are inhomogeneous in composition, because they are interrupted by
semiconducting or weakly insulating regions. If the conduction process is not a tunnelling
effect, the mechanisms most frequently encountered are Schottky emission, the Poole–
Frenkel effect and space-charge-limited conduction. These three effects rely upon the
possibility for an electrode to inject charge carriers into a dielectric in a way analogous
to thermionic emission, in which a hot metallic cathode emits electrons into the vacuum. It
has been shown that the potential barrier at a metal–insulator contact can be much lower than
that of a metal–vacuum interface [14], and consequently, there occurs electronic injection
from the conductor into the insulator at ambient temperature and even below.

In the Schottky emission process, the electric field lowers the interfacial energy between
conducting and insulating materials, in such a way that the current density–electric field
characteristics are given by

j = j0 exp

[
e

kT
(β
√
E −1)

]
with β =

√
e

aπε0ε
(in CGS units). (2)

j0 is a constant,1 is the contact barrier height (a function of the metal constituting the
electrode),ε0ε is the high-frequency value of the dielectric permittivity, anda = 4 in the
β-term. Developing the exponential term as a series, for smallE, this equation gives a
sublinear conductivity dependence on the field, withj ∝ √E; thus it cannot be used to
explain the behaviour observed in figure 2. This result is perhaps not unexpected if we recall
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that Schottky emission is said to take place in the field range 10 to 1000 kV cm−1 [15],
values well above those of figure 2 (although perhaps attainable between FMG particles
within the film).

The Poole–Frenkel effect is similar, but it occurs around the impurities within the
insulator which are ionized either by the electric field or thermally. The charge carriers thus
created may jump from one localized centre to another by crossing the potential barriers,
the heights of which are lowered by application of the field. When the density of sites is
sufficiently low, the current density versus electric field response is very similar to that of
Schottky emission, the only change being thata = 1 in equation (2). We can draw the same
conclusions as above: if this effect is present in our composites, some other contribution is
also required because in no case were we able to obtain a straight line by plotting log(j)

versus
√
E.

In the case of space-charge-limited conduction, the charge carriers emitted by conducting
particles constitute a volumic space charge around them. So the electric field between sites is
reduced, and the conductivity is thus limited by the generation and recombination of charge
carriers. The general relationship between current and voltage is often of the type [16]

j = j0
En+1

r2n+1
(3)

where n is an integer (generally 1 or 2) andr the average distance between particles.
This kind of law yields log(j) versus log(E) curves with greater slopes than observed in
figure 2. However, results have been published [17] showing that such a relationship does
not necessarily hold for conduction in amorphous materials. The hypothesis of a mechanism
involving space charges cannot, for the moment, be eliminated.

4.2.4. The tunnelling barrier model.The basic equation for tunnelling through a junction
is given by

j (ε) = j0 exp

[
−πχw

2

( |Ej |
E0
− 1

)2
]

for |Ej | < E0 (4a)

whereEj is the electric field across the junction,j0 the pre-exponential factor (constant at
constant temperature and fixed field), andw the width of the barrier.E0 and the tunnelling
constantχ are defined as

χ =
√

2mV0

h̄2 with


h̄ = h

2π
, h being Planck’s constant

V0 = potential of the barrier

m = electron mass

E0 = 4V0

ew
wheree is the electron charge.

(4b)

Starting from this basic equation, Shenget al [18] developed a special kind of tunnelling
effect, in which thermal fluctuations induce voltage fluctuations, making the conductivity
increase when the temperature rises. These authors showed that the behaviour of a bond
network within a composite material can be well described by that of a single junction, and
gave the following relationship between the current density and applied electric fieldE:

j ≈ j0 exp

[
−a(T )

(
E

E0
− 1

)2
]

with a(T ) = T1

T + T0
. (5a)
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T is the absolute temperature, andT0 andT1 are parameters of the model, such that
T0 = uε2

0

k

with u = wA/8π

T1 = 2uε2
0

πχwk

(5b)

whereu is the junction volume, andA the area of its cross section. The physical significance
of these parameters is the following.T0 represents the temperature above which the
fluctuation effect becomes significant. So, atT < T0, the j (E) relationship reduces to
that of a simple tunnelling effect.T1 can be seen as the energy necessary for an electron to
cross the potential barrier, and corresponds to the height of this latter. When the temperature
increases,j becomes a simple exponential function ofT and hence, at room temperature,
it is no longer possible to distinguish this particular tunnelling process from any other. It
was found at room temperature that relation (5a) is not able to fit ourj (E) curves over the
range of electric fields investigated.

In other systems such as granular metals, a certain number of other equations have
been obtained [19], depending on the intensity of the applied electric field and the type of
distribution of the site energies but none of them was found suitable to fit our results over
a range of electric fields.

At this level of our study, we conclude that the modelsindividually examinedare unable
to explain our results. Thus, either we have several effects playing a role simultaneously or
there is indeed a single mechanism, but a certain number of parameters are to be modified
to account for the particularities of our composites. For example, tunnelling and hopping
processes can lead to very different behaviours (several conductivity versus temperature
laws), depending on the kind of material in which these mechanisms take place. This will
be dealt with in the following section.

4.3. Combinations of mechanisms

The analyses of section 4.2 lead us to the conclusion that we must consider processes
taking place simultaneously, the relative contributions of which are functions of the FMG
concentration and the electric field intensity. We will consider two plausible contributions.

4.3.1. Internal field emission and modified tunnelling combination.In the past, numerous
authors have noted that the standard tunnelling effect theory is not suitable for correctly
describing real materials—sometimes not even qualitatively. One means of overcoming this
has been to slightly modify the theory in such a way that the charge carriers going from
one particle to another pass via one or several intermediate states localized in the barrier.
Field emission is then considered.

Internal field emission is a general term referring to a number of processes involving
electron transfers across forbidden zones [20]. The tunnelling effect is then a particular case
of field emission [21]. The relationship between the currentI and the voltageV is often
given by the equation

I = AV n exp

(
−B
V

)
(6)

in which A,B, and n are constants(1 6 n 6 3); the particular case wheren = 2 is
designated ‘Fowler–Nordheim tunnelling’.A is a function of the tunnelling frequency,
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i.e., the number of attempts per second made by the carrier to cross the barrier. The
factor exp(−B/V ) represents the probability of transition from one site to another. Thus,
this transmission coefficient increases with the field ifB > 0. If these parameters are not
constrained, then such a law fits our data relatively well for most of the FMG concentrations,
with values ofn between 1 and 2: however, a negative value ofB is always found. This
would imply that the transparency of the barrier is lowered with increasing field, contrary
to what would be expected for the tunnelling process. We must then conclude that in the
range of fields used, the apparent agreement between experimental values and relationship
(6) has no physical meaning.

A particularly interesting tunnelling effect model is that developed by Pike and Seager
[1]: the barriers between conducting particles contain a certain number of impurities or
dispersed defects, with an energy level accessible to charge carriers. These localized
states are attractive potential wells for electrons, and enhance the probability of tunnelling.
Furthermore, since these defects or impurities can themselves move slightly under the
influence of the field, this too may influence the conductivity. Finally, a great number
of charge carriers can be created by the effect of the field itself [22]. Such intermediate
states as mentioned above, with a spread in position and energy, can thus be traps for or
sources of carriers subjected to an electric field, and give rise to non-linear effects which
can be modelled using the NLRRN approach. However, we have no firm footing on which
to establish thej–E relationship, and thus are not able to reach a conclusion as to whether
a field emission process is really applicable.

4.3.2. Ionic–electronic mixed conduction.The intervention of ionic processes has been
suggested in studies on other composite materials, and some of our own results also suggest
this. For the ranges of electric field and filler concentration studied here,α (cf. figure
2) lies in the range 0.93 < α < 1.6, comparable to that found by Sodolskiet al [23]
in carbon black–polyester composites(1 6 α 6 1.85). However, these authors neither
found exponent values lower than 1 nor found correlation with the conducting particle
concentrations, except for filler loadings much higher or much lower than the critical point.
Indeed, their materials were non-ohmic only close to the percolation threshold. Their
interpretation of these phenomena was the following. At low concentrations and fields,
the composite behaviour was ohmic due to an ionic diffusion process, while when the
concentration was high, linearI–V behaviour was obtained due to real physical contact
between individually ohmic particles. At intermediate filler loadings, an electron tunnelling
effect would then lead to an electric field-dependent conductivity, close to the percolation
threshold.

In our case, a displacement of ions under the influence of an electric field seems
necessary to explain the time-dependent phenomena present in figures 3 and 4. The more
resistive samples, with particle concentrations around the threshold value, have all shown
dielectric polarization effects. The applied field may induce ion diffusion, the consequence
of which is the creation of a volumic density of space charges in the neighbourhood (within
a few millimetres) of the electrodes. This phenomenon was clearly shown by Reboul and
Moussali [24] in samples having yet higher graphite concentration (25 vol%) and larger
dimensions (16 mm) than ours. As the sign of these charges is opposite to that of the
adjacent electrodes, one speaks of heterocharges. These are dragged in the material under
the influence of the macroscopic field, and screen its local values because ions tend to gather
near the electrodes and perhaps even the FMG particles. Given the small dimensions of our
samples (roughly 10 mm in the plane and 0.1 mm perpendicular to it), one can expect these
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effects to be very significant, and hence the equilibrium current (i.e. after the electrification
time of the material) will be governed by the neutralization of the ions by electrons or holes
coming from the electrodes [25].

Figure 5. Fits to the equationj = A′En exp(B ′E) for epoxy-based ((a) and (b)) and
polyurethane-based ((c) and (d)) composite samples, with filler concentrations above the
threshold. (a), (c) In-plane measurements. (b), (d) Perpendicular measurements.

As suggested by Cashellet al [25], indirect evidence of the space-charge density can
be given by the following observation. As soon as the external field is turned off, there
exists for a few seconds a small transient reverse current. We were able to observe this
phenomenon for materials of any concentration, using a sufficiently high sensitivity range
of the electrometer for the detection, this current remaining low as compared with the
experimental measurement current. These authors proposed that in the case of mixed
electronic–ionic conduction, the current and voltage can be linked by the phenomenological
relationship

I = A′V exp(B ′V ) (7)

whereA′ andB ′ are constants. This kind of relationship is able to represent the neutralization
of ions by electron or hole injection, either from the electrodes as discussed above, or—in
our case—from the graphite flakes. In the latter case, the conduction would be electronic
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inside the particles and ionic between them. Figure 5 shows the fits for the relationship

j = A′En exp(B ′E) (8)

for various materials with concentrations above the threshold. It is noted that the exponent
n, indicated on each curve of figure 5, is in most cases close to 1, which is consistent with
the interpretations given by Cashellet al.

Finally, the saturation and hysteresis noted in figure 4 may be associated with an
excitation-relaxation process of charge carriers, which could correspond to the neutralization
of a limited number of ions thus leading to the saturation ofj . It has been supposed
elsewhere [26] that space charges, electrons and holes, are emitted by the conducting
particles into the dielectric, and that the conductivity saturation occurs when the rates of
generation and recombination of charge carriers become equal; this would also be a time-
dependent process. Samples that have been exposed to very high electric fields recover
their original conductivity only after several days (5 to 15) at room temperature. Such a
relaxation time seems much too long for one to consider space charges generated by the
field to be purely electronic in nature, so here again, ionic processes seem plausible.

5. Conclusions

In this paper we have presented current density versus electric field data (j versusE) close
to the percolation threshold on composite films comprising graphite flakes as the conducting
filler. We have illustrated the non-linear relationship between the two as well as some time-
dependentj (E) results. Analysis leads to the conclusion that several mechanisms must
be called upon to explain the observedj (E) behaviour in these composites, depending on
the conducting particle concentration, applied external electric field, and time; however, the
complex effects render it difficult to draw any final conclusion as to a given process.

We can, nevertheless, stress the following points. It has been shown that nosingle
conduction mechanism accounts for the experimentalj (E) data. If we consider comb-
inations of the different mechanisms, only the uniform channel model, relating to a
filamentary conduction, seems unadapted for the samples studied here with filler loadings
less than 5 vol%. Combinations of the other mechanisms discussed above cannot be
ruled out in a definitive way. The time- and field-dependent effects argue for some ionic
contribution; the proposition of combined tunnelling and ionic conduction mechanisms
seems plausible. Nevertheless, it is necessary to verify this hypothesis through study of the
conductivity as a function of temperature and pressure, and these results will be forthcoming.
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